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INFLUENCE FUNCTION LEARNING IN INFORMATION DIFFUSION NETWORKS @

MOTIVATION EXPECTATION OF RANDOM RECHABILITY FUNCTIONS

» Problem : Given a set of influential earlier users, can we predict how » Overall influence function » Continuous-time Independent Cascade model with exponential

EXPERIMENTAL EVALUATION : COMPETITORS

many people will follow them in the future? 1 d T d T pairwise transmission function (CIC).
CRpr |FF(SIR) =)  Erups 0 (XsBj)] =) . Prio(xsRj) =1lxs . . . .
5 pr [#(S|R)] 211 pn [ (x5 R 211 #‘i())—'i » Continuous-time Independent Cascade model with exponential
il | | s pairwise transmission function and given network Structure (CIC-S).
0 o o M #E M » Simple Learning Strategy . .
§ % % Learn each fi(xs) separately in parallel and sum them together - Discrete-time Independent Gascade model (DIC).
11 s /\Xs) SOP yinp J ' » Discrete-time Independent Cascade model with given network
How many people will be influenced in the future ? RANDOM BASIS FUNCTION APPROXIMATION Structure (DIC-S).
» Challenges N . | | » Modified Logistic Regression
- Latent social network structures ~ Denote fi(xs) = Erp(r) [¢(xsr)| Where r:= Ry, and pj(r) is the marginal » Linear Regression
- Observing only temporal traces of information diffusion ~Let C be the minimum value such that p;(r) < Cqj(r). EXPERIMENTAL EVALUATION * SYNTHETIC DATA
» Draw K random binary vectors {ry, >, ..., rx} from g(r) such that
K . Robustness to model mis-specifications
PREVIOUS TWO-STAGE SOLUTIONS ' (ys) = Zk—1 wi d(x&r) = w' d(xs) subject to Z We=1w >0 P
. N k
»Alﬁgorlthm f the following diffusi del -emma
- Learn one of the following diffusion models :atrif (Hi — (C% 1A C
» Discrete-Time independent cascade Model (DIC) Let 'DX(X‘S) be a distrioution Of.XS' ITK . .O( € log 65) anar, ..., I _are
» Linear Threshold Model (LT) drawn I.1.d. from qj(r), then with prObablllty at least 1 — ¢, there exists an
» Continuous-Time independent cascade Model (CIC) = W sych that DI [(];(Xg) — fW(XS))Z] < €.
» Calculate the influence from the chosen model '
» Weakness » Propose qi(r) = Hg:1 qj(r(s)) where q;(r(s)) is the marginal distribution
’The difoSiOn mOdeI may be miSSpeCiﬁed' Of the I-th dimenSiOn Of r eStimated by qj(r(s)) - \191—27\ Z’.ED? yl/’ #cascades per source #cascades per source
» Need to learn both hidden networks and model parameters. DI :={i:s e S;}. (a) Weibull Family (CIC) (b) Exponential (CIC)

» Influence calculation is challenging.
Can we avoid diffusion model learning & influence computation?

EFFICIENT LEARNING ALGORITHM

» Truncate % to avoid zero probability f**(ys) = (1 — 2\)f%(xs) + \, Ais a
small threshold value.

INFLUENCE FUNCTION

- Definition : o(S) : 2V + R, of a set of nodes S C V, [V| = d »Draw m i.1.d. cascades Df” =1{(51,Z1),...,(Sm,Zm)} with source set S;
- o(S) is the expected number of infected nodes by set S. and the respective set of influenced nodes Z;. |
. 7(S) is common to many diffusion models. »Let y; = 1{j € Z;} denote whether node j is infected in cascade Z; f
- Property : o(S) is a coverage function for DIC, LT and CIC model » Learn the parameters w by maximizing the log-likelihood for each node j 0, > ) 4d p 8 16 32 O > ) 4d : 8 16 32
. m cascCades per source cascades per source
- 9(8) = Yye). a8 G T w= ) yilog " (xs)+ (1 - yy)log(1 — *(xs)) (c) DIC (d) LT
i i O A, -7 T~ . a I : K
- a ground set U/ with weight | ST, ' : subject to Z W —1.w > 0. (1)
a, = O, ueu | /’\/’\Q "/@}\Q A O | : : | o /.(:1 |
» a collection of SUbSGJFS i IIQ QC; \\QO\‘Q QAbQ/’ : :l 'z i by uSing convex Optlmlzathn teChnlqueS.
{AS : AS g Z/{} aSSOCIated : \\ QQ ACC\D\L' 9’ ’ : | : OVERALL ALGORITHM INFLULEARNER 30 | -Ir‘1quLearner‘-Logistié-Linear‘-CIC-DIC | 6L
‘ R 7/ // | _
with each s < ¥ : T ;\ UE | Cv: Algorithm 1 INFLULEARNER 25/
e ik --= input training data {(S;,Z;)}",, X € (0, 1) 20

1: for each node j € [d] do
" ample K random features {r..... i} from a0

. L . . 3. compute @(xs,) = (o(xsr1) - - d(Xsk)), Vi
> Vlewhthe dlffusllc;nfproces.s.asda} nqge .reac.:hc?bllltcyj/ I[|c)>roblglrfrf1 n a randc?rr +  Solve (1) using convex optimization; O | ‘ ‘ ‘ ‘ ‘ ‘
g%rea prefei?zgci sa:?nmlz J;I;]; alsk;[irrlmat:tlorgallrc]:h;gﬁit r);:tri;( \L,JV?:[IE e s £ (xs) = A+ (1= 20)(W")Té(xs); "% CGowsormemes ot 8 1% B atures T 2% 51
" e P y Y 6: end for PN (a) MAE on real data (b) Effect of random features
B {1, J is reachable from source s, output o(S) =) i I;W’ (xs);
5 = | 10% ‘ ‘ ‘ 1400
0, otherwise. | | =000
» Denote each set S as a binary vector xs € {0,1}", xs(s)=1,s€ S - o o | | gop Thegsie g
» Determine the reachability of node j from S by whether LR, > 1 Suppose we set A = O(5), K = O(<£), and m= O ( i ) . Then with g0 ? '
» Transform y ¢ R into a binary function ¢ (Xg R:j) . 2V +— {0,1}, where probability at least 1 — ¢ over the drawing of the random features, the = 2
o | . . . 2 |
o(u) =min{u,1}: Z; — {0,1} Is a concave function output of Algorithm 1 satisfies EpnE, (271 £ (xs) — 0(8)) <e. /
» Derive the influence of S in ¢ as N ! | i 0 | x | | | | f
d - Intuitively, when the gap C between p; and q; is large, we need more 8 %, R 64 128 16 32 64 128 256
#(S|R) := Z ¢ (XS R:/) - random features and more training data to learn the weights S e
= J ghis. (c) Runtime (d) Influence maximization
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